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Module 2 NOTES - Research Strategies
Psychologists use the scientific method, a method of learning about the world through the application of critical thinking and tools such as observation, experimentation and statistical analysis. Psychologists rely on this method because it is more likely to answer certain kinds of questions correctly. It is because psychologists use these tools that psychology is considered a science.   Research allows psychologists to answer questions in a reliable and systematic way. 

Observation and Bias

The simplest scientific technique is observation. Observation does present a problem. The most common bias on the part of the researcher is called confirmation bias – a tendency to search for information that confirms a preconception. Psychologists use critical thinking – thinking that does not blindly accept arguments and conclusions – to examine assumptions, discern hidden values, evaluate evidence and assess conclusions. Researchers also must watch for participant bias – a tendency for research participants to behave in a certain way because they know they are being observed or they believe they know what the researcher wants. To minimize participant bias, psychologists often use naturalistic observation – observing and recording behaviors without manipulating or controlling the situation, ie: hidden cameras, one-way mirrors. 
Case Studies

A specific research technique that relies on observational skills is the case study method. In this method, researchers study single individuals in depth in the hope of revealing universal principles. This method is prone to bias and it may not be possible to extend the results of one case study to other people or situations. Case studies may be possible when other types of research are unacceptable or unethical, ie: child abuse.
Correlation

“Is there a relationship between diet and health?”

To answer this kind of question researchers use a correlational study. A research project designed to discover the degree to which two variables are related to each other. If the variables change in the same direction, then it’s a positive correlation. If the variables change in the opposite direction then it is a negative correlation.   Example – see diagram pg. 58 text

Correlations cannot establish cause and effect relationships, but they are useful for making predictions. For example – if you know there is a strong negative correlation between TV watching and grades, and if you know that a student watches several hours of TV each day, then you can predict that the student will have a relatively low GPA.

Surveys

Surveys are an efficient way to collect information about people’s attitudes or behaviors by asking questions on a questionnaire or in an interview. Researchers must be careful to construct unbiased questions – ie:  the wording of a question can create bias “Do you like flowers?” and “Do you like horticulture?” will not get the same response. Social desirability (a person answers a question in a certain way because they think they should) is also a problem with surveys. It is important to use a random sample (a sample that fairly represents the population) to draw adequate conclusions about their populations. 
Longitudinal and Cross-sectional Studies

These research tools are especially useful to developmental psychologists who study how individuals change throughout the lifespan.

Longitudinal studies follow the same group of individuals over long periods of time. ie: a group of bright children for 70 years. They provide a rich source of data but are expensive and difficult to conduct. 

Experiments

The experiment is the only method that allows us to draw conclusions about cause and effect relationships. An experiment is a research method in which the researcher manipulates and controls certain variables to observe the effect on other variables. Because experiments require researchers to control the variables in a study, the chances of isolating the variable causing a particular effect greater. 
1.  Hypothesis - a testable prediction about the outcome of research
2.  Operational definition – an explanation of the exact procedures used to make a variable  specific and measurable for research purposes
When you read a hypothesis, you should be able to identify two variables…

3. Independent variable (IV) – the variable that should cause something to happen
4. [image: image2.wmf] Dependent variable (DV) – the variable that should show the effect or the outcome of the changing the IV
Typical experiments have at least 2 groups of participants…

5.  Experimental group – the participants are exposed to the treatment (IV)
6.  Control group – the participants are not exposed to the treatment (IV)
7. Random assignment – assigning participants to experimental and control groups by chance. This is an absolutely critical feature of an experimental design. How can we do this?
8.  Confounding variable – a variable other than the independent variable that could produce a change in the dependent variable.  List some possible confounding variables.
Blind procedure – participants are not aware of the hypothesis of the experiment until after   
 the data is collected. If they were aware, then their expectations could affect the outcome. 
Placebo – an inactive pill that has no known effect. 
Data analysis – analyzing the numbers using statistics to find out if the hypothesis is supported. 
Replication – to repeat an experiment to see whether the results can be reliably reproduced. This is a required safeguard for an experiment. Unless a study can be replicated, the results are likely to be a fluke occurrence. 
**Think about it:  Design an experiment to find out if banning headphones in study halls would affect grades.  

